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Abstract—Pocklington’s integro-differential equation for thin wires with
the exact kernel is reformulated using a second derivative formula for im-
proper integrals. This allows for analytical evaluation of the second deriva-
tives, resulting in a pure integral equation, in a similar manner to what is
done when using the approximate kernel. However, as opposed to using the
approximate kernel, the resulting integral equation developed here is nu-
merically stable even with a simple pulse function/point matching solution.
Good convergence for the current is obtained using pulse functions, and
the severe unphysical oscillations of the current that are encountered when
using pulse functions with the approximate kernel are avoided.

Index Terms—Electromagnetic theory, integral equations.

1. INTRODUCTION

Pocklington’s integro-differential equation is a staple of thin-wire
antenna analysis, and appears in most antenna text books [1]-[4], as
well as forming the basis of antenna simulation codes such as the Nu-
merical Electromagnetics Code (NEC) [5]. As typically presented, for a
wire of length 2L centered and oriented along the = axis, Pocklington’s
equation is
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for =L < z < L, where I(z) is the wire current (A), k> = w?pie with
i, € characterizing the homogeneous space outside of the wire, E? is
the incident field, and
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is the so-called exact kernel. This equation applies to a perfectly-con-
ducting wire of radius « that is electrically thin (i.e., a < A, where A is
the free-space wavelength). Because of the perfect electrical conductor
(PEC) approximation, all current resides on the wire surface, and due
to the electrical thinness assumption, small radial and circumferential
currents have been ignored, as has the circumferential variation of the
axial current.
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Pocklington’s equation (1) is somewhat difficult to work with since
the second derivative cannot be simply brought inside the integral (the
resulting integral over z' is non-convergent). For this reason, (1) is
often converted to Hallén’s equation [4] for numerical solution. Al-
ternatively, it is common to work with Pocklington’s equation directly
and make the approximation [4]

, R =
Kiz—2)2Ky(z—2 )= —— 3)
z—2z")2+4a?

where K, (z — z') is known as the approximate kernel. Using the ap-
proximate kernel, the second derivatives can be brought inside the in-
tegral and 9 K, (z — 2') /02? can be evaluated explicitly, resulting in a
simple formulation involving proper integrals that are easy to program.

However, there are both theoretical and numerical problems as-
sociated with the approximate kernel. Theoretically, Pocklington’s
equation with the approximate kernel has no solution [6]-[9], whereas
Pocklington’s equation with the exact kernel is well-posed, at least
in suitable function spaces [7], [10]-[12]. Despite this important
fact, Pocklington’s equation with the approximate kernel often
yields numerical results that agree fairly well with results obtained
using the exact kernel. However, a numerical problem arises when
using sub-domain functions for the current expansion, such as pulse
functions

N

I(z) = anfal2) “

n=1

where

= {L mog<isats
() otherwise

are the usual pulse functions and a,,’s are the unknown coefficients to
be determined, and where A = 2L/N,and z,, = —L+(n—1/2)A. A
well-known problem of the approximate kernel is that one must ensure
AJa > 1[9], otherwise severe and non-physical oscillations in the cur-
rent appear in the numerical solution (although this is often not men-
tioned in elementary textbooks). Thus, a value of N must be chosen
that is large enough to yield a “good” result but small enough so that the
condition A/a > 1 is not violated. This is a rather unsatisfactory so-
lution, and a similar problem exists even for entire-domain basis func-
tions [13]. It is possible to use the exact kernel and bring one derivative
inside the integral, integrate by parts to move the derivative onto the
current, and then bring the second derivative inside the integral. How-
ever, in solving the resulting equation one needs to use suitably smooth
expansion functions, and a pulse-function solution is not possible.

In this work, we show that the use of a rigorous method (similar to a
Leibnitz rule [14]) for interchanging the second derivative and integral
in (1) leads to a purely integral formulation of Pocklington’s equation
with the exact kernel that is simple and easy to program. Even for pulse
functions, stable results are obtained with no restriction on the ratio
Aa.

Other papers, such as [15]-[21] also discuss rigorous methods in-
volving the exact kernel, and utilize either expansions of the kernel, ef-
ficient methods of treating the singularity, the use of suitable basis func-
tions, or some combination of these techniques. A comparison among
the various methods is beyond the scope of this work, although it can
be noted that the method presented here is straightforward in concept
and simple to implement.
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Fig. 1. Solid wire geometry showing exclusion volume V.

II. THEORY AND FORMULATION

The starting point for the Pocklington equation derivation is the re-
lationship between current density and electric field, which, in a homo-
geneous medium, is [22]-[24]

E'(r) = ]% (Ii + VVe) le / g(x,eHI(xHav'  (5)

—Vs(r)

where Vi(r) is an exclusion volume [22] as depicted in Fig. 1 (when r
is not in the source region the limiting procedure is not necessary)

—jk|r—r’| —jkR
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is the free-space Green’s function, and R = (p + p'* — 2pp’ cos

(p—0")+ (2 — z’)Q)l/z. Assuming an electrically thin wire oriented
along the z-axis, the small radial and circumferential currents and the
circumferential variation of the axial current can be ignored, such that
J(p, 0. 2) = 2J.(p, 2).

In the following sections two different cases for thin wires are con-
sidered, a solid wire model and an infinitesimally-thin shell (hollow
tube) model. For the PEC case the solid wire model is not needed, but
it is included here since a) for generality we consider the more realistic
imperfect conductor case, and b) it utilizes a known rigorous method
to pass the second derivatives through the principle-value type volume
integral in (5) (this is related to the well-known depolarizing dyadic
problem [22]). For the hollow tube model we present a new two-di-
mensional second-derivative formula for this interchange of operators.
Both the solid wire and hollow tube cases result in the same expression,
which is then used to form Pocklington’s equation.

A. Case 1: Thin Solid Wire Model

In order to pass the second derivative through the volume integral
we use the second derivative formula [24, see (1.59)], [25, p. 248; in
this reference the static case is treated],

02
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If the wire is thin (¢ < 6, where 6 is the skin depth), one can ignore
the radial variation of the axial current, so that J.(p, z) =~ I(z)/ma®.
Moreover, since g(r, v') varies little over the radius of the wire (the sin-
gularity is excluded by isolation in the z-direction as depicted in Fig. 1)
we canset p = p' = a and ¢ = 0 in R. Using (7), the z-component of
(5) can be written as

Ex)y=h+L+1 (®)
where
N L
L = k PV / (2 — 2 I(2)d2, )
dmjwe .
L
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The term I; simply comes from the k? term in (5). The second two
terms arise from (7). Note that 1>, which comes from the first term
on the right side of (7), is zero for = = L. To explain this, con-
sider that in (7), S is the surface of V' — Vs(r). This consists of the
cylindrical surface (which doesn’t contribute because of the unit vector
X, = Z), the two end-caps, and two end-cap-like surfaces on the top
and bottom of Vi (r). These latter two contributions cancel each other
and give zero contribution. That leaves the two actual end-caps. How-
ever, e.g., if z = L then V;(r) is centered on z = L and so there is no
end-cap contribution from that point, which would otherwise contribute
the K (z— L) term. In this case the only contribution from S is the other
end cap, which contributes the non-singular term K(z+ L) = K(2L)
term in I>. Since I(L) = 0 then (10) gives no contribution. It follows
that (10) contributes for all z # L.

In both (9) and (11) the notation PV indicates the usual principle-
value type integral that omits the singular point z° = z. Note that in
(11) we cannot break up the integral into two integrals, since for this
to be a valid operation the resulting two integrals must be convergent,
which is not the case.

B. Case 2: Hollow Tube Model

This model is probably more familiar for thin-wire antenna analysis.
In this case we assume that the wire is electrically thin (a <& \) yet
thick compared to a skin depth (a >> §), so that we can model the wire
as an infinitesimally-thin hollow shell. Then, the z-component of (5)

simplifies to
_ ]. 2 82 . 7 I(Z,) !
T jwe <k + 3:2> (lsz—n(ll / 9(rT) 45
(12)

21wa
where S is the open surface of the hollow tube (with rim C') and Ss is
an exclusion surface (with rim C'), as shown in Fig. 2.
In the Appendix, a new second derivative formula (30) is derived
that is the two-dimensional, open-surface analogue of (7). Using this,
we can write (12) as EZ(z) = I + I + I5, where
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Fig. 2. Hollow tube geometry showing exclusion surface, Ss. The rim C' of
the surface S — S, and the rim C's of exclusion surface S’s, are depicted by the
lines on the right side.

(a,0,z,a,¢", 2 Yade'dz'. (15)

X 529
In (14), C is the boundary of the open surface S (i.e., the top and
bottom rims shown in Fig. 1), which are not related to the open ex-
clusion surface Ss). One can easily show that (13)—(15) are the same
as (9)—(11). As a result, the same equation for EZ(z) is obtained for
both cases.

C. Pocklington’s Integral Equation

To form Pocklington’s integral equation, for generality we will as-
sume an imperfectly-conducting wire and use an impedance boundary
condition, so that at the surface of the wire

EX'(z2) = BX(2) + Ei(2) = I(2)z, (16)

where z, is the surface impedance (£2/m) of the thin wire. Writing
E: =1 + 1 + I3 wehave, for—L < z < L,

L
o 0
2 7 () L Z/ _ N2
K*PV /A(~ I = 1(2) 5
—L

X [K(z—L)— K(z+ L)]

L 2R (s o
+PV/ 1)) - 1)) PREZE) gz

—I

= dnjuwe (I(:)zs - E;’(z)) . (17

This is the main result of the communication. This integral equation
is general, and can be solved using any suitable basis functions. Here
we use pulse functions since they are simple, and provide an example
where their use in the approximate/reduced kernel equation leads to
poor results.

Note that for (17) we specify —L < z < L rather than —L < z <
L; for the second term on the left side (I3) this ensures that the point
z = %L is excluded (see (10)). This term is easy to evaluate numeri-
cally since it does not involve integration. The first term on the left side
(I1) is easy to evaluate numerically, being an undifferentiated potential
(the PV notation is somewhat superfluous, and simply indicates that the
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TABLE I
COMPARISON OF |I(0)|(#A) BETWEEN THE NEW POCKLINGTON
FORM AND HALLEN’S EQUATION WITH EXACT
KERNEL FOR THE CASE CONSIDERED IN FIG. 3

[ N [ Pocklington | Hallén | % A |
100 40.0187 40.0390 0.365
300 40.0177 40.0117 0.150
500 40.0171 40.0134 0.092
1000 40.0167 40.0148 0.046
2000 40.0165 40.0155 0.024
3000 40.0164 40.0157 0.0157
4000 40.0163 40.0159 0.0118
5000 40.0163 40.0159 0.0094

integral is improper (yet convergent)). The third term on the left side
(I3) is also easy to evaluate numerically due to the current differ-
encel(z') — I(z). In particular, in a pulse function point matching
solution (matching points z,,, m = 1,2,... N) the third term is

LN 52
13 = / |:Z a‘nfn(z’) — CLm:| 87[{(2 — Zl);::’m dz/
s

n=1
~ s/
= Z (G — @) 6721((2 — 2.z, dZ'. (18)
ook casag

For the pulse function point matching solution, (17) becomes the
matrix equation

19

[Zmn]NxJ\f[an]le = [Vn]le

where

0% /
_ Z / ﬁlx(z—M')zzzmd:

_ 9 [K(z=L)-K(z+1L)._. - jdnwezs,

Z=2Zm

Zmn =
m#n

(20)

and V,, = —jdrweEi(z).

III. RESULTS

In all results we assume that a unit-amplitude plane wave is nor-
mally-incident on the wire, f = 10 GHz, « = 0.005), and we vary L
and V. In all plots ¢ = 5.9 x 107 S/m.

Fig. 3 shows the current for L = A\/2 and N = 61 (A/a = 3.28),
so that the approximate kernel is expected to perform reasonably well.
As can be seen from the figure, the current determined by using the
approximate kernel (3) in (1) and the current obtained from the new
integral equation (17) agree very well.

The new integral equation (17) was also verified by comparing to
Hallén’s equation using the exact kernel, where excellent agreement
was found. Table I shows the current at the center of the wire for the
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Fig. 3. Magnitude of the current obtained by using the approximate kernel in
(1) and by the new integral equation (17) for L = A/2 and N = 61. Since
A/a > 1 the approximate kernel is expected to yield good results.
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Fig. 4. Real part of the current for L = A/20 and N = 81, where
A/a = 0.25, such that the approximate kernel is not expected to provide
accurate results. The new integral equation (17) uses the exact kernel and
avoids the problem of current oscillations near the wire ends arising from use
of the approximate kernel.

geometry considered in Fig. 3. The last column is the percent differ-
ence between the two results. It can be seen that the Pocklington form
converges faster than the Hallén form; for the Pocklington form the per-
cent difference between the N = 100 and N = 5000 results is 0.06%,
whereas for the Hallén form it is 0.3%.

Regarding computer times, both the new Pocklington form and the
Hallén form only depend on z — z’, and thus have a Toeplitz form.
Only the first row of the matrix need be filled, and thus both methods
are very efficient. Computing the new Pocklington form takes approx-
imately twice as long as the Hallén form since it involves numerical
integration of two different integrands (& and 9 I{/§=?), whereas the
Hallén form involves only K. On a standard PC matrix fill time for ei-
ther method is under a second for N = 300.

Fig. 4 shows the current for L = A/20 and N = 81 (A/a = 0.25),
such that the approximate kernel is not expected to provide accurate re-
sults. Indeed, using the approximate kernel non-physical oscillations in
the current appear at the wire ends, as discussed in [9] (for a delta-gap
generator these oscillations occur near the wire center). However, the
current obtained from (17) does not exhibit these non-physical oscilla-
tions, as we would expect when using the exact kernel.
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Fig.5. Magnitude of the current at the wire center and at the wire ends obtained
from the two methods for L = A/20. The new formulation (17) yields results
that converge very well at all points on the wire.

Fig. 5 shows a convergence study for the current at the wire center
and near the wire ends obtained from the two methods, for L = \/20.
The approximate kernel yields a result that slowly converges to a value
that is approximately 12% too large, and which diverges near the wire
ends as IV is increased, as expected. The new formulation (17) yields
results that converge quickly at all points on the wire.

IV. CONCLUSIONS

Pocklington’s integro-differential equation for thin wires with the
exact kernel has been reformulated into a pure integral equation using a
second derivative formula for improper integrals. Solid wire and hollow
tube models have been considered. It was shown that a simple pulse-
function point matching solution of the resulting integral equation leads
to results that are stable and show good convergence, and which avoids
the severe and non-physical oscillations of the current that arise from
the same numerical procedure used in conjunction with the approxi-
mate kernel.

APPENDIX

To obtain the second derivative formula similar to (7) but for open
surfaces, consider the quantity
o(r) = d(a, 0, z) = éiné / s(r)g(r,r')ds’ 21)

S=S

where S is the surface of a hollow, infinitesimally-thin tube and Ss
is an exclusion surface, depicted in Fig. 2. The quantity (21) defines
a single-layer potential with source density s. It is well-known that a
tangential derivative of (21) can be passed through the integral (normal
derivatives generate a term £5(¢, z)/2, where (¢, z) is a point on the
surface [26], [27]). Therefore,

Of)z¢(r):_z$il,é / s(r')%g(r,r’)ds’
525,
)
=tim | [ % et
—*4755 -

- / Ve (2s(r')g(r,r'")) dS’
S-Ss
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= lim |- nezs(r')g(r,r')dl’

5—0
C+Cy

" Os(r')
+ / 55 g(r,r")ds'

5=Ss

(22)

where we use dg(r,r')/0z = —dg(r, ') /0= in the first line and the
product rule for derivatives to obtain the second line, and where the
third line comes from the divergence theorem in two dimensions,

/VQA(ZSI%IIOACH

where C' is the contour of the open surface S. The two-dimensional di-
vergence theorem is usually applied to open surfaces in the plane. How-
ever, it is valid for any compact differential manifold that is equipped
with an inner product at each point; the inner product at a point on a
tube in R* is simply the dot product on R* restricted to vectors tangent
to the tube at the given point. In this case, these will be unit vectors
parallel to the axis of the tube pointing away from the tube at the tube
rims, i.e., n = *£2z.
It can be easily shown that

(23)

éi"é %s(r')g(r, r')zendl =0 (24)

Cs
where it should be noted that C's comprises both the top and bottom

rims of Ss, which are taken in opposing directions. Therefore, (22)
converts to

;Z(/J(r) = — i{n o zs(r')g(x, " )dl'
&
09(1") . ’ !
+ ,lsl;"(l)' / 5a g(r,r)dS (25)
5SS
which may be differentiated again to yield
o2 . 3]
ﬁ(b(r) = - 7{ nozs(r')ig(r, r')dl’
C
9 (s(r') — s(r)) og(r.x) s
— {sl_rfé / 920 a9~ ds (26)
sy
where we have used
! !
0(s(r') — s(x)) _ 0s(x'). on

)z oz

Using the two-dimensional divergence theorem, the second integral of
(26) may be rewritten as

/ ) (s(rl) — ‘5(1.)) Gg(r, rl)dSl - _ / (S(I‘I) _ b(r))

z! 9z’
585 S-S5
8%g(r, v L Og(r,r
X%d&” + % ne z% (s(r') —s(r))dl. (28)
CHCy
As with (24), it can be shown that
. 2 !
f nes (s(r') - s(r)) %jl’”dl =0 (29)

Cs
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so that we have
o? L Og(r,r')
ﬁ@(r) = —s(r)j{n . szl

C

: &?g(r,r’
+lim / (s(r') — s(r)) %ds’ (30)
CREH

the desired expression. Note that the source density should be Holder-
continuous [27] in order to pass a derivative through the surface inte-
gral. This is not an issue, since we will expand the current into functions
that are differentiable in the region of the singularity. This holds even
for pulse functions, since a pulse function will be centered on the sin-
gularity, and over the singularity the pulse function will be constant.
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Accelerated Source-Sweep Analysis Using a
Reduced-Order Model Approach

Patrick Bradley, Conor Brennan, Marissa Condon, and
Marie Mullen

Abstract—This communication is concerned with the development of a
model-order reduction (MOR) approach for the acceleration of a source-
sweep analysis using the volume electric field integral equation (EFIE) for-
mulation. In particular, we address the prohibitive computational burden
associated with the repeated solution of the two-dimensional electromag-
netic wave scattering problem for source-sweep analysis. The method de-
scribed within is a variant of the Krylov subspace approach to MOR, that
captures at an early stage of the iteration the essential features of the orig-
inal system. As such these approaches are capable of creating very accu-
rate low-order models. Numerical examples are provided that demonstrate
the speed-up achieved by utilizing these MOR approaches when compared
against a method of moments (MoM) solution accelerated by use of the fast
Fourier transform (FFT).

Index Terms—Electromagnetic propagation, method of moments, pro-
jection algorithms.

[. INTRODUCTION

The solution of electromagnetic wave scattering problems, from in-
homogeneous bodies of arbitrary shape, is of fundamental importance
in numerous fields such as geoscience exploration [1] and medical
imaging [2]. For such problems, it is common to require the repeated
solution of the electromagnetic wave scattering problem for a variety
of source locations and types. This is of particular importance in the re-
construction of unknown material parameters in inverse problems and
as such is a critical step in the optimization process [3].
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Typically, the relevant integral equation (IE) is discretized using the
MoM and results in a series of dense linear equations. The compu-
tational burden associated with the repeated solution of the full-wave
scattering problem at each source location is severe, especially for large
scatterers. Different strategies are used to accelerate the solutions of
these linear systems. Considerable progress has been made in incorpo-
rating sparsification or acceleration techniques [4] and preconditioners
into iterative methods which permit expedited solutions of the scat-
tering problem. The CG-FFT solution in particular is often applied in
situations where the unknowns are arranged on a regular grid.

An alternative approach is to develop approximate solutions to expe-
dite the solution of EM scattering problems. Several approximations of
the integral equation formulation are discussed in literature, including
the Born approximations [5] and the family of Krylov subspace model
order reduction techniques [6]. Although the Born approximation has
been shown to efficiently simulate the EM response of dielectric bodies,
these techniques are restricted to problems of relatively low frequen-
cies and low contrast [5].

Krylov subspace approaches such as the Arnoldi algorithm [7]-[11]
can produce very accurate low-order models since the essential features
of the original system are captured at an early stage of the iteration.
A set of vectors that span the Krylov subspace are used to construct
the reduced order matrix model. By imposing an orthogonality rela-
tion among the vectors, linear independence can be maintained! and so
high-order approximations can be constructed.

In this work, we modify the Arnoldi MOR procedure, introduced in
[7], to efficiently perform scattering computations over a wide range
of source locations for objects of varying inhomogeneity. We con-
sider a two-dimensional dielectric object characterized by permittivity
€(r) and permeability ; for a TM* configuration. A time dependence
of exp(jwt) is assumed and suppressed in what follows. The corre-
sponding integral equation can be expressed in terms of the unknown
scattered field F(r) and total field F. (r) [13]

B (r) = i/ H? (ke — ') O E-)de' (1)
Vv

where O(r') is the object function at point r’ given by

o) =k (x") — k;. 2

The background wave number is given by k;, while k(r') is the wave
number at a point in the scatterer. I éz) is the zero order Hankel func-
tion of the second kind. Using m pulse basis functions and Dirac-Delta
testing functions [13], (1) is discretized by employing the MoM,2 which
results in the following matrix equation

(I+GA)x=b 3)

where b is the incident field vector at the center of each basis domain,
Iis an m x m identity matrix and G is an m X m matrix containing
coupling information between the basis functions. A is an m X m

INote that due to finite precision computation loss of orthogonality between
the computed vectors can occur in practical applications [6], [8], [12].

2Note that other basis and testing functions are possible without affecting the
applicability of what follows.
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